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Abstract 

Article Info SD Negeri 106184 Sekip is one of the public elementary schools in Lubuk 

Pakam, Deli Serdang Regency. The graduation rate is one of the main 

problems in an elementary school. The higher the graduation rate of students 

at an educational institution, the more it will raise the popularity of the school. 

Likewise, if there is a decrease in the graduation rate, the school will 

experience a decline in popularity, thus allowing a decrease in applicants / 

prospective students to enter the school in the following years. 

This of course raises concerns on the school side. Data mining is intended to 

provide a solution so that the school knows the most dominant factors 

affecting the graduation rate. For this reason, the authors are interested in 

raising this problem into a thesis research entitled "Application of Data Mining 

for student data processing using the Decision Tree Study Case SDN 106184 

Sekip method". 

The purpose of this study was to determine which factors were most dominant 

in influencing a student's passing rate, so that in the future, it is hoped that the 

school will be able to increase student graduation rates in the following years. 
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1. Introduction 
Utilization of existing data in the information system to support action-taking activities, it is not 

enough to rely solely on operational data, a data analysis is needed to explore the potential of existing 

information. Decision makers try to take advantage of existing data warehouses to dig up useful 

information to help retrieve the necessary data, this encourages the emergence of new branches of 

knowledge to solve the problem of extracting information or patterns that are important or extracting 

from large amounts of data, called data mining. The use of data mining techniques is expected to provide 

knowledge that was previously hidden in the data warehouse so that it becomes valuable information 

Decision Tree Methodis a method for determining the main factor based on the comparison 

between one factor to another. In determining a graduation level, of course there are various 

considerations that need to be considered. The factors supporting the passing rates are compared with 

one another. To facilitate comparison, these factors are grouped into several categories by making the 

percentage of each factor first. From each of these categories, the most supporting factors are 

determined [1], [2]. 

SD Negeri No.106184 Sekip is an educational institution in the city of Lubuk Pakam, which still 

uses traditional methods of data presentation and processing, allowing frequent errors and slow 

processing of student data. Recently, SD Negeri No.106184 Sekip has decreasedstudent graduation rate, 

especially in 2017, so that it raises several new problems that must be discussed and reviewed. It is 

hoped that by using data mining, namely by utilizing previous data and comparing daily scores, semester 
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scores, UN scores, US scores and assessments of student behavior are expected to determine which 

factors are the most dominant support in a student's graduation rate. 

 

 

2. Literature Review 

2.1 Data 

Data is a collection of informationobtained from an observation, can be in the form of numbers, symbols 

or characteristics. According to the Webster New World Dictionary, [3] Pergertian is things known or 

assumed, which means that data is something that is known or considered. It is known that what has 

happened is a fact (evidence). Data can provide an overview of a situation or problem. Data can also be 

defined as a collection of information or values obtained from the observation (observation) of an 

object. Good data is data that can be trusted to be true (reliable), timely and covers a broad scope or can 

provide a comprehensive picture of a problem which is relevant data. Opinion data is an object in line 

with what was stated [4], [5] that "Data is a value that presents a description of an object or event 

(event)". Thus a conclusion can be drawn that data is an object, event, or fact that is documented by 

having a structured codification to describe an object, event, or fact. 

 

 

2.2 Data Mining 

Data mining or often referred to as knowledge discovery in database (KDD) is an activity that 

includes the collection, use of historical data to find regularities, patterns or relationships in large data. 

This data mining expenditure can be used to help make decisions in the future. The development of 

KDD causes the use of pattern recognition to decrease because it has become part of data mining[3] 

The terms data mining and knowledge discovery in database (KDD) is often used take turns to 

explain the excavation process hidden information in a database big. In fact, both terms have a different 

concept, but it has interrelation with each other, which is where the stages throughout the Knowledge 

Discovery in Database (KDD) is data mining 

KDD process sizes are as follows:[3] 

 
Figure 1. Knowledge Discovery stage on Data Mining (KDD) 

 

 

 
2.3 Decision Tree 
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 Decision treeis a classification method that uses a tree structure representation where each node 

represents an attribute, the branches represent the value of the attribute, and the leaves represent the 

class. The node at the top of the decision tree is known as the root. The decision tree is the most popular 

classification method used. Apart from being relatively fast in development, the results of the model 

that were built were easy to understand. 

In the decision tree there are 3 types of nodes, namely: 

1. Root Node, is the top node, at this node there is no input and may have no output or have more than 

one output. 

 2. Internal Node, which is a branching node, this node has only one input and has at least two outputs. 

3. Leaf node or terminal node, is the end node, at this node there is only one input and no output.[7] 

 

2.4 Algorithm C4.5 

The C4.5 algorithm is a method for making a decision tree based on the training data that has been 

provided. Some of the developments carried out at C45 are, among others, able to overcome missing 

values, can overcome continuous data, and pruning [9]. Here is the basic algorithm of C4.5: 

1. Build a decision tree from the training set  

2. Pruning to simplify the tree. 

3. Changing the resulting tree in several rules. The number of rules is equal to the number of possible 

paths that can be built from the root to the leaf node. [8], [10]To choose an attribute as the root, it is 

based on the highest gain value of the existing attributes. To calculate the gain, a formula is used as 

stated in formula 1 [11]: 

Gain (S, A) = Entropy (S) -∑
Si

S

𝑛

𝑖−
xEntropy () .......................................... (1)𝑆𝑖 

With: 

S: Set of cases 

A: Attribute 

n: The number of partitions attribute A 

[Si]: the number of cases on the ith partition 

[S]: number of cases S 

While the calculation of the entopy value can be seen in the following formula 2: 

Entropy (S) = ............................................. .................. (2)∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2𝑝𝑖𝑎
𝑖−1  

With: 

S: Set of Cases 

a: Features 

I: The number of partitions S  

Pi: The proportion of Si to S 

 

3. Results and Discussion 
The following is the data that will be used as samples for analysis and also for testing the application 

of data mining with the decision tree method, the data taken is student data for the last 3 years, as shown 

in the following table. 

Table 1. Data on Student Values in 2017/2018 

No. Student's name 
Daily 

tests 

Semester 

Deuteronomy 
UAS 

US 

value 

UN 

value 
Behavior Ket? 
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1 Adrian Nikholas 9.3 9.0 9.2 8.6 8.7 S.BAIK GRADUATED 

2 Agil Sambora 7.6 7.1 7.2 7.1 7.7 GOOD Q. PASS 

3 Alvi Nabawi 9.0 8.6 8.1 8.1 7.9 GOOD GRADUATED 

4 Dita Yolanda 5.5 6.0 6.1 6.2 6.8 K.BAIK Q. PASS 

5 Generous Dicky 9.2 8.7 9.0 8.4 8.5 GOOD GRADUATED 

6 Gio Ramadan 9.1 8.7 8.7 8.5 8.3 GOOD GRADUATED 

7 Fehby 5.4 5.4 6.5 6.2 7.1 K.BAIK Q. PASS 

8 Dita Yolanda 5.9 6.6 6.1 6.5 7.0 GOOD GRADUATED 

9 Ibrah Ramadhan 9.1 9.1 9.3 8.5 8.5 GOOD GRADUATED 

10 Jefri Kurniawan 9.3 9.3 9.0 8.8 8.6 GOOD GRADUATED 

11 Lidia Izati 7.6 7.4 7.6 7.3 7.9 K.BAIK GRADUATED 

12 M.Firza Rizky 7.3 7.6 7.8 7.2 7.6 GOOD GRADUATED 

13 
Nailah 

Zahiyyah 
9.4 9.4 9.6 8.7 8.8 S.BAIK GRADUATED 

14 Nayla Sahara 8.4 8.5 8.7 8.0 8.1 GOOD GRADUATED 

15 M.Ridho 6.7 6.5 6.5 6.5 7.0 GOOD Q. PASS 

16 M. Abid 6.3 7.5 8.0 7.1 7.7 GOOD GRADUATED 

17 Raya Paramitha 8.0 8.0 8.0 7.4 7.8 GOOD GRADUATED 

18 Rian Kurniawan 7.3 7.6 8.2 7.3 7.8 K.BAIK GRADUATED 

19 Putri Kusma 5.2 5.5 5.4 6.0 6.5 S.BAIK GRADUATED 

20 
Natasya 

Maylani 
5.8 5.4 5.8 5.9 6.7 GOOD GRADUATED 

21 Fadhlan Arifin 7.2 6.9 7.8 6.9 7.0 
NOT 

GOOD 
Q. PASS 

22 Hadija 6.8 7.3 7.5 7.2 7.6 GOOD GRADUATED 

23 Meutia 8.2 9.2 8.8 8.4 8.5 S.BAIK GRADUATED 

24 Nur Alif 6.0 6.6 6.3 6.4 6.1 GOOD GRADUATED 

25 Rara Mustika 5.5 6.3 7.4 6.5 7.0 GOOD Q. PASS 
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26 Sartika Putri 8.2 7.0 7.4 7.1 7.4 GOOD Q. PASS 

27 Ruri Aguslina 9.1 9.0 8.9 8.6 8.6 GOOD GRADUATED 

28 Shella Gustira 6.0 6.3 6.0 6.3 6.8 GOOD GRADUATED 

29 Sandy Pratama 9.0 8.5 8.4 8.1 8.5 GOOD Q. PASS 

30 Holy Pratiwi 6.6 6.4 6.5 6.7 7.2 GOOD GRADUATED 

31 Tamara Aulia 8.3 8.5 8.4 8.0 8.2 K.BAIK Q. PASS 

32 Sindy Aulia 7.0 6.9 6.9 7.0 7.4 S.BAIK GRADUATED 

 
 In general, the C.45 algorithm for building a decision tree is as follows. 

1. Selection of Attributes as the root 

2. Create a branch for each value 

3. Divide cases into branches 

3. Creating a Decision Tree 

5. Repeating the process for each branch until all cases on the branch have the same class. 

From student data, information can be obtained as shown in the following table. 

 

Table 2. Number of Students Based on Daily Test Values 

 

Daily Test Score Total students 

<7.00 60 

= 7.00 3 

> 7.00 39 

Total  102 

Calculating all Entropy: 

Entropy (S) =∑ −𝑝𝑖 ∗ 𝑙𝑜𝑔2𝑝𝑖𝑎
𝑖−1  

Entropy (Total) = (- * log2 ()) + (- * log2 ())
70

102

70

102

52

 102

52

102
 

 = 0.43 

 Entropy at the Daily Value can be calculated as follows: 

Entropy (daily value, <7.00) =(- * log2 ()) + (- * log2 ())
45

60

45

60

15

 60

15

60
 

 = 0.13 

Entropy (Daily Value, = 7.00) = (- * log2 ()) + (- * log2 ())
2

3

2

3

1

 3

1

3
 

 = 0.6 

Entropy (Daily Value,> 7.00) =(- * log2 ()) + (- * log2 ())
22

39

22

39

17

 39

17

39
 

 = 0.26 

 Meanwhile, the value of the gain at the daily value is calculated by the following equation: 

Gain (Total Daily Value) = 0.43 - ((x0.13) + (x 0.6) + (x 0.26))
60

102

3

102

39

102
 

  = 0.26 
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 From the results of the table it can be seen that the attribute with the highest gain is behavior 

which is equal to 0.29. thus, the Behavior becomes the root node 
From these results, a universal Decision Tree can be described as shown in the following figure: 

 

 
Figure 2.Node 5 Calculation Result Decision Tree 

 

3.1. Counting Number of Students Based on National Examination Value. 

 Determination of the internal node for the UN value> 7.00 by counting the number of cases for 

Pass decisions, the number of decisions T. Passed and Entropy from all cases and cases divided by the 

UN Value attribute which can be the root node of the attribute value. as well as the calculation of Gain 

for each attribute. 

Behavi
or 

GRADU
ATED 

S. well K. well 

Goo
d 

A. School 
grades 

<7.00 

Q. PASS 

= 7.00 &> 7.00 

US value 

Q. 
PASS 

> 
7.00 

<7.0
0 

= 
7.00 

N. 
Semes

GRADUA
TED 

<7.00 & 
= 7.00 

> 
7.00 

N. Day 

GRADUA
TED 

7.00 & = 7.00 
> 7.00 

UN 
scores? 
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Entropy value at Daily value> 7.00 can be calculated as follows: 

Entropy (UN value, <7.00) =(- * log2 ()) + (- * log2 ())
12

12

12

12

0

 12

0

12
 

 = 0 

Entropy (UN value, = 7.00) = (- * log2 ()) + (- * log2 ())
6

6

6

6

0

 6

0

6
 

 = 0 

Entropy (UN value,> 7.00) = (- * log2 ()) + (- * log2 ())
0

11

0

11

11

 11

11

11
 

 = 0 

 Meanwhile, the Gain Value at the UN Value is calculated by the following equation: 

Gain (Total UN Value) = 0.35 - ((x0) + (x 0) + (x 0))
12

29

6

29

11

29
 

  = 0.35 

Table 3. Node Calculation 6 

Node 

6 

Attribute Knot Jlh 

stude

nts 

Student 

Status 

ENTROPY GAIN 

L TL 

  > 7.00 29 12 17 0.35  

 UN value      0.35 

  <7.00 12 12 0 0  

  = 7.00 6 6 0 0  

  > 7.00 11 0 11 0  

 

 From the table above it can be seen that the attribute UN Value with a Gain of 0.35 and all 

Entropy has been calculated, thus the UN Value is the last calculation. 

 From these results, the final Decision Tree can be described as in the following figure: 
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Figure 3.Node Calculation Result Decision Tree 6 

 

 In the picture, it can be seen that the first attribute is behavior which consists of assessments with 

very good, good and bad behavior, very good behavior has been determined to pass but bad and good 

behavior is developed back into school final grades, the final school grades consist of three the 

assessments were,> 7.00, = 7.00 and <7.00. The final school grade that has a value> 7.00 and = 7.00 

has been determined not to pass but a value <7.00 will be developed back into US grades. The US 

grades consist of assessments with US grades <7.00, = 7.00 and <7.00, US grades = 7.00 and> 7.00 

have been determined not to pass, but US grades <7.00 are developed in semester scores. The semester 

scores consist of semester scores with semester scores <7.00, = 7.00 and> 7.00, semester scores <7.00, 

= 7. 00 has been determined to pass, but a semester grade with a grade of> 7.00 is developed into the 

daily score. The daily scores consist of values <7.00, = 7.00 and> 7.00, the daily scores <7.00, = 7.00 

have been determined to pass but the daily scores> 7.00 are developed on the UN scores. The UN scores 

consist of values <7.00, = 7.00 and> 7.00, the UN scores <7.00, = 7.00 have been determined to pass 

and the UN scores> 7.00 have been determined not to pass. 

 Based on the picture above, a list of rules is taken from the decision tree, namely: 

1. If student behavior = Very good 

Then students Pass 

2. If behavior   = good and K. good 

Behavi
or 

GRAD

UATE

S. 
well 

K. 
well 

Go
od 

A. School 
grades 

<7.0
0 

Q. PASS 

= 7.00 &> 
7.00 

US 
value 

Q. 
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> 
7.0
0 

<7.
00 
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7.0
0 N. 

Sem

GRAD
UATED 

<7.00 
& = 
7.00 

> 
7.0
0 N. 

Day 

GRAD
UATED 

7.00 & = 
7.00 

> 
7.00 

UN 
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e 

Q. 
PASS 

> 
7.00 

<7.00 & = 
7.00 

GRAD
UATED 
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Final school grades = 7.00 and> 7.00 

Then T. Pass students 

3. If behavior   = good and K. good 

Final school grades = <7.00 

US value  = 7.00 and> 7.00 

Then T. Pass students  

4. If behavior   = good and K. good 

Final school grades = <7.00 

US value  = <7.00 

NTSemester  = <7.00 and = 7.00  

Then Students Pass 

5. If behavior   = good and K. good 

Final school grades = <7.00 

US value  = <7.00 

NTSemester  => 7.00 

Daily Value  = 7.00 and <7.00 

Then Students Pass 

6. If behavior   = good and K. good 

Final school grades = <7.00 

US value  = <7.00 

NTSemester  => 7.00 

Daily Value  => 7.00  

UN value  => 7.00 

Then T. Students Pass 

7. If behavior   = good and K. good 

Final school grades = <7.00 

US value  = <7.00 

NTSemester  => 7.00 

Daily Value  => 7.00  

UN value  = 7.00 and <7.00 

Then Students Pass 

Based on the list of rules above, conclusions can be drawn, namely: 

1. Behavior is very influential in determining student grades and the results of the grades to be obtained 

by a student, so the school must further improve discipline and regulations within the school for the 

future. 

2. The daily score has a big impact on the value of the National Examination, because with a good 

daily score, it will certainly reflect the readiness of a student to take the National Exam, it is hoped 

that the school will make extra extracurricular or additional tutoring.  

 
4. Conclusion 

 In closing the discussion in the research conducted, the authors draw conclusions as well as 

provide suggestions to readers and those who want to re-develop the application of data mining for 

student data processing using the Decision Tree method. 

The conclusion that the authors obtained is that the application of data mining for processing student 

data using the Decision Tree method is a process to produce new knowledge in the form of comparisons 

between the factors that affect student data, especially data on graduation rates. The results of data 

mining using the Decision Tree method are a sequence of activities that support each other in the student 

assessment process so that it is easier to understand by looking at the stages of the decision tree image. 
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